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Abstract 
On wall-size displays with pen or touch input, users can 
have difficulties reaching display contents located too 
high, too low, or too far away. Drag-and-drop interac-
tions can be further complicated by bezels separating 
individual display units. Researchers have proposed a 
variety of interaction techniques to address this issue, 
such as extending the user’s reach (e.g., push-and-
throw) and bringing potential targets to the user (drag-
and-pop). In this paper, we introduce a new technique 
called push-and-pop that combines the strengths of 
push-and-throw and drag-and-pop. We present two user 
studies comparing six different techniques designed for 
extending drag-and-drop to wall-size displays. In both 
studies, participants were able to file icons on a wall-
size display fastest when using the push-and-pop inter-
face. 
 
Keywords: drag-and-pop, push-and-throw, wall-size 
display, drag-and-drop, pen input, touch-screen, inter-
action technique. 

1 Introduction 
With the emergence of wall-size displays (e.g., Live-
board [6] and SMART BoardTM), touch and pen input 
have regained popularity. Over the past years, more 
complex display systems have been created by combin-
ing multiple display units into wall-size display walls, 
such as the DynaWall [25], the iRoom SMART Board 
wall (iWall [14], shown in Figure 4), as well as display 
systems based on stitched projection, such as the In-
formation Mural [11]. 
 Touch/pen input requires users to physically display 
content in order to interact with it. This can become a 
problem when targets are out of reach, e.g., because 
they are located too high or too low or on a display unit 
that does not support touch/pen input [3]. Accessing 
icons located far away from the user may require users 
to physically walk over, requiring a target acquisition 
time roughly linear to distance [9]. Interactions that 
involve dragging objects tend to be particularly error-
prone [22] and can be complicated further by the bezels 
separating screen units [3]. 

 
Figure 1: A user is dragging a web page icon into the recy-
cle bin on a wall-size display. The proposed push-and-pop 

interaction technique has created a world-in-miniature 
around the user’s finger that contains all valid target icons.  

 Researchers have proposed a variety of interaction 
techniques that simplify drag-and-drop from and to 
inaccessible screen locations, across long distances, and 
across display unit borders. Approaches include extend-
ing the user’s reach (e.g., push-and-throw [12]) and 
bringing potential targets to the user (drag-and-pop [3], 
shown in Figure 4). Both techniques have their particu-
lar strengths, while facing their particular limitations, as 
we will discuss in detail in sections 3 and 4. We also 
present improvements addressing some of these limita-
tions. 
 We then present a novel technique we call push-
and-pop (Figure 1) that combines the world-in-
miniature aspect from push-and-throw with the target-
to-pointer approach of drag-and-pop. In two experimen-
tal comparisons with five competing drag-and-drop 
extension techniques, participants performed tasks fast-
est when using the push-and-pop interface. 

2 Related work 
Drag-and-drop is a well-known interaction technique 
for transferring or copying information using a pointing 
device, while avoiding the use of a hidden clipboard 
[26]. Several techniques have been proposed to adapt 
drag-and-drop, initially invented for use with a desktop-
sized computer screen, to large screens. 



 The majority of work so far has focused on drag-
and-drop with direct input devices, such as the mouse. 
Hyperdragging [21] allows extending drag-and-drop 
across physically separate displays. Manual And Gaze 
Input Cascaded (MAGIC) pointing [27] helps overcom-
ing long distances by combining mouse input with gaze 
input. High-density cursors help users keep track of the 
mouse pointer during long-distance traversals [2]. Se-
mantic pointing [4] and vector pointing [9] use a multi-
scale navigation approach to allow users to cross very 
long distances with logarithmic access time [10]. 
 Laser pointers [19] have been discussed for input on 
wall-size displays, but were found to be slower than 
touch input [18]. 
 Techniques compatible with pen usage are based on 
a variety of different approaches. Pick-and-drop [22] 
and take-and-put [25] are based on point-and-click, but, 
unlike traditional drag-and-drop, they do not require 
users to maintain contact with the screen. The Frisbee 
technique by Kahn et al. [7] allows users to create a 
local view into a distant area of the screen, thereby al-
lowing users to drag objects to arbitrary targets. These 
techniques also help users overcome obstacles, such as 
bezels separating display units. Marking menus [15] 
allow a user to perform a menu selection by either pop-
ping-up a radial (or pie) menu, or, for an experienced 
user, by making a straight mark in the direction of the 
desired menu item without popping-up the menu. 
 Other techniques offer additional functionality for 
interacting with targets that are out of reach. Throwing, 
for example, allows users to accelerate an object with a 
small gesture; the object then continues its trajectory 
based on its inertia [8]. The imprecision of human mo-
tor skills has prevented throwing from being used for 
reliable target acquisition. 
 Push-and-throw [12] and drag-and-pop [3] also fall 
into this category. In this paper, we focus on these two 
techniques and present extensions and design improve-
ments. We describe these techniques in detail in the 
following section. 

3 Push-and-throw and drag-and-pop 

3.1 Drag-and-throw & push-and-throw 
Drag-and-throw [12] was designed to address the limi-
tations of throwing [8] by providing users with a real-
time preview of where the dragged object will come 
down if thrown. This way, drag-and-throw allows users 
to tweak the throwing trajectory in order to assure that 
the right target is hit. Snap-to-target helps increase us-
ers’ accuracy. 
 Push-and-throw [12] is a follow-up version of drag-
and-throw. By letting users drag towards the target 
rather than away from it, push-and-throw was found to 
offer better affordance [12]. 

 
Figure 2: Push-and-throw walkthrough: the user is drop-

ping the image icon located in the bottom left into the “My 
Pictures” folder located at the top right. 

 Figure 2 shows a walkthrough of push-and-throw. 
(1→2) Tapping the pen onto an icon causes the push-
and-throw visuals to appear. The translucent rectangle, 
called the take-off area, represents a miniature of the 
desktop space. A translucent copy of the icon (the “tip 
icon”) appears. It is connected to the cursor using a 
rubber band, which may be thought of as preview of the 
trajectory along which the icon will be “thrown” when 
released. Dragging the pen inside the take-off area 
causes the tip icon to move to the respective location on 
the real desktop. (3) As the user moves the tip icon over 
a target icon, such as a folder, the target icon provides 
the usual visual feedback, i.e., it changes its color. 
(4) When lifting the pen, the icon is filed. 
 Push-and-throw, originally inspired by the meta-
phor of the pantograph [5] is a combination of a go-go 
[20] and a world in miniature technique [24]. The main 
idea behind push-and-throw is to temporarily turn the 
pen/touch input, inherently a direct pointing device, 
into an indirect pointing device in order to traverse dis-
tances faster and to be able to reach locations further 
away or on a different screen unit. On the downside, it 
also leads to reduced resolution and accuracy. 

Design improvements: rubber bands & acceleration 
While the original version of push-and-throw [12] used 
simple lines to connect pointer and dragged icon, we 
created an improved version that uses a tapered rubber 
band inspired by drag-and-pop [3] as shown in Figure 
2. As Baudisch et al. discuss, the shape of this type of 
rubber band provides users with an additional visual 
cue about distance. Unlike the rubber bands proposed 
by Baudisch et al., we used an asymmetric rubber band 
for push-and-throw, which looked more consistent 



when linking the pointer (1 pixel wide) to an icon (32 
pixels wide). This improved design was one of the in-
terfaces compared in our user studies presented in Sec-
tion 6 and 7. 
 One of the main limitations of the original push-
and-throw is its lack of precision due to the size reduc-
tion that occurs when mapping the desktop to the take-
off area. We address this issue by introducing non-
linear acceleration, as it is common with indirect input 
devices, to push-and-throw. In accelerated push-and-
throw, moving the pointer slowly results in a much 
slower motion of the dragged icon, helping users ac-
quire small targets. In addition, the acceleration factor 
is reduced when the dragged icon is close to a target 
(similar to semantic pointing [4]). Accelerated push-
and-throw also allows clutching, i.e., lifting and reposi-
tioning the pen/finger within a drag interaction. This 
allows users to reach very distant targets. 
 With acceleration, there is no more immediate cor-
respondence between physical pointer location and the 
location of the dragged icon. As a consequence, the 
technique does not have a clearly defined take-off area 
anymore and we cannot provide a preview of it. Since 
accelerated push-and-throw therefore does not com-
pletely subsume tradition push-and-throw, we decided 
to include both designs in our user study. 

3.2 Drag-and-pop 
Drag-and-pop [3] uses the opposite approach to drag-
and-throw. Rather than sending the dragged object to 
the periphery, it allows users to bring a selection of 
likely candidates to the user. This allows users to com-
plete drag interactions in a convenient screen location. 
There is no scaling of pointer motion, so users can 
make use of the full resolution of their motor skills. 
 Figure 3 shows a walkthrough of drag-and-pop. 
(1) The user intends to delete a web page by dragging it 
into the recycle bin. (2) As the user starts dragging the 
web pages icon towards the recycle bin, icons that are 
of compatible type and located in the direction of the 
user’s drag motion “pop up”. This means that each of 
these icons produces a “tip icon” that appears in front of 
the user’s pen. Tip icons are connected to the respective 
original icon using a rubber band. (3) The user drags 
the web page over the recycle bin and releases the 
mouse button. The recycle bin accepts the web page. 
Alternatively, the user could have dropped the web 
page over the word processor or the web browser icon, 
which would have launched the respective application 
with the memo. (4) When the user drops the icon, all tip 
icons disappear instantly. 
 In order to reduce clutter, drag-and-pop creates tip 
icons only for icons that are of matching file type, lo-
cated far enough away from the dragged icon, and lo-

cated within a certain angle from the user’s initial drag 
direction. Drag-and-pop compacts the layout of all tip 
icons by placing tip icons on a denser grid and by elimi-
nating empty rows and columns from that grid [3]. Us-
ers can abort drag-and-pop interactions at any time by 
moving the pen away from the tip icon cluster. This 
allows users to rearrange icons on the desktop. The 
rubber bands connecting tip icons with their original are 
designed to help users follow the transition when the tip 
icons appear and to re-identify the desired targets 
among the other tip icons. Drag-and-pop can be ex-
tended to allow users to access content in the periphery 
(drag-and-pick [3]). 

 
Figure 3: Drag-and-pop: Here the user drops the word file 

located at the right into the recycle bin. 

 The main limitation of drag-and-pop is that impre-
cise invocation gestures can cause the wrong tip icons 
to appear. In particular, Baudisch et al. found [3] that 
the arc-shaped full-arm drag motions users performed 
caused drag-and-pop to bring icons located in the ex-
tension of the first segment of that arc—this was typi-
cally not the direction to the target. 

Design improvements: target sector and positioning 
In order to address the limitations identified by Baud-
isch et al., we adjusted our version of drag-and-pop in 
two ways. First, we increased the size of the target sec-
tor and added extra tolerance for movements towards 
the top of the screen. 
 Second, in its original version, dragging towards 
another display unit sometimes makes the tip icon clus-
ter appear fully or partially on that other screen unit. 



The version of drag-and-pop used in our user study 
avoids this—it always places tip icon clusters in the 
display unit where the drag interaction was initiated. 

 
Figure 4: Moving an object using the drag-and-pop tech-

nique on the iWall wall-size display. 

4 Analysis and comparison of approaches 
As listed in the previous section, push-and-throw and 
drag-and-pop have different strengths, but they also 
have different limitations. In order to allow creating a 
new technique that overcomes the limitations of both 
approaches, we take a closer look at these limitations 
and at the responsible design dimensions (Table 1). 

4.1 Index of difficulty 
All other factors kept constant, users can acquire closer 
targets faster than more distant targets (Fitts’ law [17]). 
Push-and-throw and drag-and-pop both reduce the dis-
tance to the target in motor space. Push-and-throw am-
plifies pointer speed by a constant factor, but at the 
same time scales targets in motor space, so the only 
aspect that has an effect on the index of difficulty are 
snapping and acceleration. Drag-and-pop, in contrast, 
leaves target size unchanged. Packing targets more 
tightly therefore reduces the index of difficulty. 
 While index of difficulty does play a role in target 
acquisition in general, on wall-size displays the main 
factors are whether the target is in reach and how many 
bezels need to be crossed. In comparison to these fac-
tors, the impact of actual distance was found to be mi-
nor [3] and should therefore be expected to have only 
minor impact on the relative performance of push-and-
throw with regard to drag-and-pop. 

4.2 Need for reorientation 
Push-and-throw-based techniques move the pointer all 
the way to the target, while drag-and-pop first moves 
potential targets to the pointer (Table 1). The differ-
ence, however, is merely a matter of the applied visuals. 
The underlying mechanism is similar: in motor space 

the user moves the pointer to a target that is within 
reach. In the case of push-and-throw the visuals appear 
in the target space, i.e., all over the wall-size display. In 
the case of drag-and-pop the visuals appear in the motor 
space, i.e., in the space reachable by the user. 
 The different visuals, however, have an impact on 
the interaction. Drag-and-pop involves a single fairly 
dramatic movement on the screen that requires users to 
reorient themselves. Drag-and-pop uses the rubber 
bands to minimize that impact, yet since different drag 
directions cause the tip cluster to be a little different 
every time, users need to pay attention when picking 
their target tip icon. Once users have identified the tar-
get tip icon, however, they can complete the interaction 
easily: the target is at a stable location and acquiring it 
requires only very little attention.  
 Push-and-throw, in contrast, requires users to con-
stantly monitor the screen as it is virtually impossible 
for users to guess upfront where their finger has to be in 
order to acquire the target.  
 In our observation, the single motion caused by 
drag-and-pop impacts performance less than the con-
tinuous monitoring required by push-and-throw. We 
therefore paid close attention to avoid the need for con-
tinuous monitoring when designing push-and-pop. 
 
technique approach need to reorient 
drag-and-drop —  never 
pick-and-drop — never 
push-and-throw to target constantly 
      accelerated… to target constantly 
drag-and-pop to pointer once 
New: push-and-pop to pointer once, later never 

Table 1 : candidate techniques and design dimensions 

5 Push-and-pop 
Based on our analysis of push-and-throw and drag-and-
pop, we created a new technique designed to combine 
the strengths of both techniques. We call this new tech-
nique push-and-pop—the name trying to convey that it 
builds on both push-and-throw and drag-and-pop. 
 Figure 5 shows a walkthrough. In the shown exam-
ple, the user is dragging a word document into the recy-
cle bin. The interaction proceeds as follows. (1) The 
user starts dragging the word document icon. (2) As a 
response, the system surrounds the pointer with a 
miniature representing the wall-size display—the take-
off area—here containing the icons of the word applica-
tion, a folder, and the recycle bin. (3) The user drags the 
word document icon over the recycle bin, which re-
sponds by highlighting itself with a rectangular frame. 
(4) The users lets go of the word document icon and the 
word document disappears in the recycle bin. The take 



off area disappears. Figure 1 shows a photo of push-
and-pop in use on a wall-size display. 
 In case users need to rearrange icons on the desktop, 
they can switch push-and-pop temporarily into a push-
and-throw mode. Users invoke this functionality by 
moving the pointer back to the location of invocation, 
marked with a black circle in Figure 5.3. 

 
Figure 5: Push-and-pop walkthrough 

 The grid-like arrangement of the tip icons in the 
take-off area is taken directly from the drag-and-pop’s 
layout algorithm [3]. It is created by placing icons on a 
small grid and by removing empty rows and columns. 
Unlike drag-and-pop which creates tip icons only for 
icons located in the drag direction, however, push-and-
pop brings all target icons of matching type, independ-
ent of where they are located on the screen. This elimi-
nates the risk of users invoking the wrong set of targets 
and also assures a stable, reproducible layout, thereby 
overcoming the two main limitations of drag-and-pop. 
Invocation of push-and-pop over the same icon type 
always results in the same take-off area, allowing users 
to perform the actual acquisition task based on muscle 
memory. 
 The resulting rectangular take-off area corresponds 
to the take-off area in push-and-throw. However, push-
and-pop’s take-off area offers two major benefits. First, 
the take-off area shows tip icons. This offers good read-
ability even if the represented target is too far away to 
be readable. But most importantly it allows users to 
acquire the desired tip icon without the need for further 
reorientation. Second, rather than being a geometrically 
reduced version of the display, the miniature in the 

take-off is a semantically reduced version of the display 
in that only valid targets are contained. This allows 
push-and-pop to use full-size versions of the target 
icons allowing for an easier acquisition. However, to 
save space, we removed file names, instead revealing 
them as tool tips on hover. 

6 First study: double wall-size screen 
We conducted a user study comparing six drag-and-
drop techniques for wall-size displays. The study served 
two main purposes. First, we wanted to learn more 
about the relative performance of the different tech-
niques. We had several hypotheses. For sufficiently 
long distances, we expected all techniques to outper-
form traditional drag-and-drop. More specifically, we 
expected the techniques that required no or a one-time 
reorientation to outperform the techniques that required 
continuous tracking. Second, we wanted to validate the 
design of push-and-pop. Would it really outperform 
push-and-throw and drag-and-pop? 
 In order to extend our findings to longer distances, 
we later replicated the study on a three-unit display 
wall, as we report in Section 7. We will hold off with 
our discussion until after the second study. 

6.1 Task 
Participants’ task was to perform drag-and-drop opera-
tions on a simulated Windows desktop. The task details 
corresponded largely to the original drag-and-pop user 
study reported in [3]. Figure 6 shows the icon layout 
used in the study. The icons to be filed appeared at the 
bottom right of the screen (the cluster of 10 icons at the 
bottom right of Figure 6). The target was successively 
displayed in one of 12 positions, which allowed us to 
obtain uniformly distributed indexes of difficulty. 
Unlike the original drag-and-pop study, we simplified 
the participants’ task by always using the recycle bin 
icon as the target. 

 
Figure 6: The icon layouts used in the study. 



6.2 Apparatus & interfaces 
The study was conducted on a combination of a wall-
size back-projected display and a front-projected 
SMART BoardTM. Each of the two displays measured 
5’/1.7m across and ran at 1024*768 pixel resolution. 
Pen input on the back-projected display was supported 
by a MimioTM capture bar and a specialized pen. The 
Wall-screens were connected to a PC with a Pentium4 
1.5GHz processor and 512MB of RAM. 
 Participants used six different interfaces: drag-and-
drop, pick-and-drop, push-and-throw, accelerated push-
and-throw, drag-and-pop, and push-and-pop. The pick-
and-drop interface corresponded to [22] (A first click 
selects the object that has to be moved and a second one 
selects the target) with the difference that the interface 
in the study required users to briefly drag an icon in 
order to pick it up. This allowed differentiating drag 
operations from object selection. 

6.3 Participants 
Twelve participants (all male, one left-handed, students 
and researchers) were recruited internally. All partici-
pants but one had little or none experience with using 
wall-size displays. 

6.4 Experimental design 
We used a within-subjects design. Each participant per-
formed 36 trials per interface, resulting in a total of 216 
trials. The 36 trials were grouped in three blocks of 12 
trials, with each trial corresponding to a different target 
positions. A Latin square was used to counterbalance 
order of interfaces and order of presentation. Target 
positions within each block were randomized. Partici-
pants received up to 5 minutes of training per interface 
before beginning the timed tasks. 
 We measured Movement Time, i.e., the time from 
the moment the participant tapped onto the icon to be 
filed to the moment the participant lifted the pen. We 
also measured Error Rate, i.e., the percentage of cases 
where the user released the dragged icon over the 
wrong target. In cases where participants accidentally 
released the dragged object over empty space, they had 
to pick it up again and complete the trial. We kept track 
of that as well. 

6.5 Results 
Task completion time: An ANOVA on median values 
for time showed significant differences with the type of 
technique (p<0.001). A Dunn’s pair-to-pair comparison 
showed that all comparisons were significant except the 
comparison of accelerated push-and-throw and pick-
and-drop. 
 Overall, participants performed the task fastest 
when using the push-and-pop interface, confirming our 

hypothesis. Drag-and-pop was only slightly slower. 
Next came accelerated push-and-throw and pick-and-
drop. Participants performed worse when using push-
and-throw. Confirming the findings by Baudisch et al. 
[3], drag-and-drop worked well as long as the target 
was located within the same display unit, but performed 
poorly when the task required participants to cross the 
bezel between screens. Averaged across distance, tradi-
tional drag-and-drop performed worst. 
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Figure 7: Mean task completion time for each technique 

depending of the ID of the task. 

Errors rates: Figure 8a shows error rates. The number 
of cases where participants dropped an icon into the 
wrong target was generally low (less than two cases out 
of 36 trials per interface). The number of cases where 
participants temporarily dropped an icon, but then suc-
cessfully filed it was much higher for push-and-throw 
and drag-and-pop (between 9% and 12%). Pick-and-
drop, push-and-pop and accelerated push-and-throw 
offered much better results here (below 2%). Drag-and-
drop does not count here, because participants had to 
temporarily drop the icon whenever crossing the bezel. 

Subjective satisfaction: At the end of the experiment, 
participants ranked all six techniques by preference. 
Figure 8b shows a summary created by assigning 5 
points for each first ranks, down to 0 points for last rank 
and averaging the results. In particular, 9 of the 12 par-
ticipants ranked push-and-pop first. 
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7 Second study: triple wall-size screen 
We replicated the study on a corresponding three-unit 
display wall in order to extend our findings to longer 
distances. 
 The second study was run on the iWall [14], a three 
back-projection SMART BoardTM displays, each with 
resolution 1024x768 (Figure 4).  Participants interacted 
with the board via touch, either using their fingers di-
rectly or holding a pen. The display was driven by a 
Pentium® II 500MHz with 256MB of RAM. 
 Six volunteers (4 females, 2 left-handed) partici-
pated in this study. All participants but one had very 
little experience with using wall-size displays. 
 The experimental design was identical to the first 
study, but instead of 3 blocks of 12 trials, participants 
performed 4 blocks or 12 trials per interface. 

7.1 Results 
Task completion time: An ANOVA on median task 
times showed significant differences with the type of 
technique (p<0.001). A Dunn’s pair-to-pair comparison 
found all differences significant except the comparison 
of push-and-throw and accelerated push-and-throw.  
 Figure 9 shows the results. The resulting ranking 
corresponds largely with the first study. Participants 
were fastest when using push-and-pop, followed by 
drag-and-pop, pick-and-drop, and drag-and-drop. In this 
study participants performed worst when using push-
and-throw/accelerated push-and-throw. Only for very 
long distances did these techniques perform better than 
traditional drag-and-drop. Note drag-and-drop and pick-
and-drop performance depended on the target distance, 
while the performance all other techniques is largely 
distance independent. 
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Figure 9: Mean task completion time for each technique 

depending of the ID of the task. 

Error rates: Error rates corresponded to the first study 
with the exception that this time participants using ac-
celerated push-and-throw performed a higher number of 
accidental drops (Figure 10a). 
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Figure 10: (a) Error rates for each technique. (b) User’s 

subjective preferences (higher is better) 
 
Subjective satisfaction: This time pick-and-drop 
scored slightly higher that push-and-pop (Figure 10b). 
The push-and-throw techniques scored last. 

8 Discussion 
The two user studies presented above provide some 
supporting evidence for the claims made earlier in this 
paper. 
 Confirming findings by Baudisch et al. [3] drag-
and-drop performed well as long as source and target 
icons were situated in the same display unit, but failed 
quickly when long distances and bezels were involved. 
In addition, we found that pick-and-drop is affected by 
distance in a similar way, though to a lesser extent. 
 For all other evaluated techniques, target distance 
had comparably little impact on task performances. 
However, our studies seem to indicate a performance 
benefit of acquisition techniques that require a one-time 
reorientation over techniques that require continuous 
tracking. The two techniques that required only require 
a one-time reorientation (drag-and-pop and push-and-
pop) achieved the best task times. 
 Overall, the study indicates that push-and-pop is 
indeed a useful technique. Push-and-pop outperformed 
all other techniques, including its ancestors, drag-and-
pop and push-and-throw. Participants’ subjective pref-
erence reflected this. Push-and-pop also offered a very 
low error rate, which is one possible explanation for the 
performance benefit in comparison with drag-and-pop. 
While participants using drag-and-pop needed to pay 
close attention to the directionality of their invocation 
gesture in order to avoid error, push-and-pop avoided 
this additional burden on users by always displaying all 
possible tip icons. 
 Among pointer-to-target techniques, accelerated 
push-and-throw performed significantly better than 
traditional push-and-throw. Despite the unexceptional 
performance of both techniques, this indicates that our 
design improvements were beneficial. 

9 Conclusion 
We presented an experimental comparison of six drag-
and-drop techniques for wall-size displays and found 



significant performance benefits for techniques that do 
not require users to continuously track their interaction, 
in particular the push-and-pop technique introduced in 
this paper. 
 We have focused on icon displacements. As future 
work, we plan to optimize the design of push-and-pop 
(e.g., by reintroducing rubber bands and solving scal-
ability problems, such as those presented by desktops 
with numerous folders) and extending the presented 
techniques to other types of interactions, such as activa-
tion of menus and buttons. 
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